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## Statistical Learning Theory

1. started by Vapnik and Chervonenkis in the Sixties
2. model: we observe data generated by an unknown stochastic regularity
3. learning $=$ extraction of the regularity from the data
4. the analysis of the learning problem leads to notions of capacity of the function classes that a learning machine can implement.
5. support vector machines use a particular type of function class: classifiers with large "margins" in a feature space induced by a kernel.

## Finding a Good Function Class

- recall: separating hyperplanes in $\mathbb{R}^{2}$ have a VC dimension of 3 .
- more generally: separating hyperplanes in $\mathbb{R}^{N}$ have a VC dimension of $N+1$.
- hence: separating hyperplanes in high-dimensional feature spaces have extremely large VC dimension, and may not generalize well
- however, margin hyperplanes can still have a small VC dimension


## Kernels and Feature Spaces

Preprocess the data with

$$
\begin{aligned}
\Phi: X & \rightarrow \mathcal{H} \\
x & \mapsto \Phi(x),
\end{aligned}
$$

where $\mathcal{H}$ is a dot product space, and learn the mapping from $\Phi(x)$ to $y$ [6].

- usually, $\operatorname{dim}(\mathcal{X}) \ll \operatorname{dim}(\mathcal{H})$
- "Curse of Dimensionality"?
- crucial issue: capacity, not dimensionality


## Example: All Degree 2 Monomials


B. Schölkopf, MLSS Tübingen 2013

## General Product Feature Space

## $+1+4$ <br> 

How about patterns $x \in \mathbb{R}^{N}$ and product features of order $d$ ? Here, $\operatorname{dim}(\mathcal{H})$ grows like $N^{d}$.
E.g. $N=16 \times 16$, and $d=5 \longrightarrow$ dimension $10^{10}$

## The Kernel Trick, $N=d=2$

$$
\begin{aligned}
\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle & =\left(x_{1}^{2}, \sqrt{2} x_{1} x_{2}, x_{2}^{2}\right)\left(x_{1}^{\prime 2}, \sqrt{2} x_{1}^{\prime} x_{2}^{\prime}, x_{2}^{\prime 2}\right)^{\top} \\
& =\left\langle x, x^{\prime}\right\rangle^{2} \\
& =: k\left(x, x^{\prime}\right)
\end{aligned}
$$

$\longrightarrow$ the dot product in $\mathcal{H}$ can be computed in $\mathbb{R}^{2}$

## The Kernel Trick, II

More generally: $x, x^{\prime} \in \mathbb{R}^{N}, d \in \mathbb{N}$ :

$$
\begin{aligned}
\left\langle x, x^{\prime}\right\rangle^{d} & =\left(\sum_{j=1}^{N} x_{j} \cdot x_{j}^{\prime}\right)^{d} \\
& =\sum_{j_{1}, \ldots, j_{d}=1}^{N} x_{j_{1}} \cdots x_{j_{d}} \cdot x_{j_{1}}^{\prime} \cdots \cdot x_{j_{d}}^{\prime}=\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle
\end{aligned}
$$

where $\Phi$ maps into the space spanned by all ordered products of $d$ input directions

## Mercer's Theorem

If $k$ is a continuous kernel of a positive definite integral operator on $L_{2}(\mathcal{X})$ (where $\mathcal{X}$ is some compact space),

$$
\int_{X} k\left(x, x^{\prime}\right) f(x) f\left(x^{\prime}\right) d x d x^{\prime} \geq 0
$$

it can be expanded as

$$
k\left(x, x^{\prime}\right)=\sum_{i=1}^{\infty} \lambda_{i} \psi_{i}(x) \psi_{i}\left(x^{\prime}\right)
$$

using eigenfunctions $\psi_{i}$ and eigenvalues $\lambda_{i} \geq 0$ [30].

## The Mercer Feature Map

In that case

$$
\Phi(x):=\left(\begin{array}{c}
\sqrt{\lambda_{1}} \psi_{1}(x) \\
\sqrt{\lambda_{2}} \psi_{2}(x) \\
\vdots
\end{array}\right)
$$

satisfies $\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle=k\left(x, x^{\prime}\right)$.
Proof:

$$
\begin{aligned}
\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle & =\left\langle\left(\begin{array}{c}
\sqrt{\lambda_{1}} \psi_{1}(x) \\
\sqrt{\lambda_{2}} \psi_{2}(x) \\
\vdots
\end{array}\right),\left(\begin{array}{c}
\sqrt{\lambda_{1}} \psi_{1}\left(x^{\prime}\right) \\
\sqrt{\lambda_{2}} \psi_{2}\left(x^{\prime}\right) \\
\vdots
\end{array}\right)\right\rangle \\
= & \sum_{i=1}^{\infty} \lambda_{i} \psi_{i}(x) \psi_{i}\left(x^{\prime}\right)=k\left(x, x^{\prime}\right)
\end{aligned}
$$

## Positive Definite Kernels

Let $X$ be a nonempty set, and $k: X \times X \rightarrow \mathbb{R}$. The following two are equivalent:

- $k$ is positive definite, i.e., $k$ is symmetric, and for
- any set of training points $x_{1}, \ldots, x_{m} \in \mathcal{X}$ and
- any $a_{1}, \ldots, a_{m} \in \mathbb{R}$

$$
\sum_{i, j} a_{i} a_{j} K_{i j} \geq 0, \text { where } K_{i j}:=k\left(x_{i}, x_{j}\right)
$$

- there exists a map $\Phi$ into a dot product space $\mathcal{H}$ such that

$$
k\left(x, x^{\prime}\right)=\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle
$$

$\mathcal{H}$ is a so-called reproducing kernel Hilbert space.
If for pairwise distinct points, $\sum=0$ only if all $a_{i}=0$, call $k$ strictly p.d.

## The Kernel Trick

- any algorithm that only depends on dot products can be "kernelized"
- this way, we can apply linear methods to vectorial as well as non-vectorial data
- think of the kernel as a nonlinear similarity measure
- examples of common kernels:

$$
\begin{aligned}
\text { Polynomial } \quad k\left(x, x^{\prime}\right) & =\left(\left\langle x, x^{\prime}\right\rangle+c\right)^{d} \\
\text { Gaussian } k\left(x, x^{\prime}\right) & =\exp \left(-\left\|x-x^{\prime}\right\|^{2} /\left(2 \sigma^{2}\right)\right)
\end{aligned}
$$

- Kernels are also known as covariance functions [58, 56, 59, 29]


## Properties of PD Kernels, 1

Assumption: $\Phi$ maps $\mathcal{X}$ into a dot product space $\mathcal{H} ; x, x^{\prime} \in \mathcal{X}$

Kernels from Feature Maps.
$k\left(x, x^{\prime}\right):=\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle$ is a pd kernel on $\mathcal{X} \times \mathcal{X}$.

Kernels from Feature Maps, II
$K(A, B):=\sum_{x \in A, x^{\prime} \in B} k\left(x, x^{\prime}\right)$,
where $A, B$ are finite subsets of $\mathcal{X}$, is also a pd kernel
(Hint: use the feature map $\tilde{\Phi}(A):=\sum_{x \in A} \Phi(x)$ )

## Properties of PD Kernels, 2 [39, 43]

Assumption: $k, k_{1}, k_{2}, \ldots$ are pd; $x, x^{\prime} \in \mathcal{X}$
$k(x, x) \geq 0$ for all $x$ (Positivity on the Diagonal)
$k\left(x, x^{\prime}\right)^{2} \leq k(x, x) k\left(x^{\prime}, x^{\prime}\right)$ (Cauchy-Schuarz Inequality)
(Hint: compute the determinant of the Gram matrix)
$k(x, x)=0$ for all $x \Longrightarrow k\left(x, x^{\prime}\right)=0$ for all $x, x^{\prime}$ (Vanishing Diagonals)
The following kernels are pd:

- $\alpha k$, provided $\alpha \geq 0$
- $k_{1}+k_{2}$
- $k\left(x, x^{\prime}\right):=\lim _{n \rightarrow \infty} k_{n}\left(x, x^{\prime}\right)$, provided it exists
- $k_{1} \cdot k_{2}$
- tensor products, direct sums, convolutions [23]


## The Feature Space for PD Kernels

- define a feature map

$$
\begin{aligned}
\Phi: X & \rightarrow \mathbb{R}^{X} \\
x & \mapsto k(., x)
\end{aligned}
$$

E.g., for the Gaussian kernel:


Next steps:

- turn $\Phi(\mathcal{X})$ into a linear space
- endow it with a dot product satisfying

$$
\left\langle\Phi(x), \Phi\left(x^{\prime}\right)\right\rangle=k\left(x, x^{\prime}\right) \text {, i.e., }\left\langle k(., x), k\left(., x^{\prime}\right)\right\rangle=k\left(x, x^{\prime}\right)
$$

- complete the space to get a reproducing kernel Hilbert space


## Turn it Into a Linear Space

Form linear combinations

$$
\begin{gathered}
f(.)=\sum_{i=1}^{m} \alpha_{i} k\left(., x_{i}\right), \\
g(.)=\sum_{j=1}^{m^{\prime}} \beta_{j} k\left(., x_{j}^{\prime}\right) \\
\left(m, m^{\prime} \in \mathbb{N}, \alpha_{i}, \beta_{j} \in \mathbb{R}, x_{i}, x_{j}^{\prime} \in \mathcal{X}\right) .
\end{gathered}
$$

## Endow it With a Dot Product

$$
\begin{aligned}
\langle f, g\rangle & :=\sum_{i=1}^{m} \sum_{j=1}^{m^{\prime}} \alpha_{i} \beta_{j} k\left(x_{i}, x_{j}^{\prime}\right) \\
& =\sum_{i=1}^{m} \alpha_{i} g\left(x_{i}\right)=\sum_{j=1}^{m^{\prime}} \beta_{j} f\left(x_{j}^{\prime}\right)
\end{aligned}
$$

- This is well-defined, symmetric, and bilinear (more later).
- So far, it also works for non-pd kernels


## The Reproducing Kernel Property

## Two special cases:

- Assume

$$
f(.)=k(., x) .
$$

In this case, we have

$$
\langle k(., x), g\rangle=g(x) .
$$

- If moreover

$$
g(.)=k\left(., x^{\prime}\right)
$$

we have

$$
\left\langle k(., x), k\left(., x^{\prime}\right)\right\rangle=k\left(x, x^{\prime}\right) .
$$

$k$ is called a reproducing kernel
(up to here, have not used positive definiteness)

## Endow it With a Dot Product, II

- It can be shown that $\langle.,$.$\rangle is a p.d. kernel on the set of functions$ $\left\{f()=.\sum_{i=1}^{m} \alpha_{i} k\left(., x_{i}\right) \mid \alpha_{i} \in \mathbb{R}, x_{i} \in \mathcal{X}\right\}:$

$$
\begin{gathered}
\sum_{i j} \gamma_{i} \gamma_{j}\left\langle f_{i}, f_{j}\right\rangle=\left\langle\sum_{i} \gamma_{i} f_{i}, \sum_{j} \gamma_{j} f_{j}\right\rangle=:\langle f, f\rangle \\
=\left\langle\sum_{i} \alpha_{i} k\left(., x_{i}\right), \sum_{i} \alpha_{i} k\left(., x_{i}\right)\right\rangle=\sum_{i j} \alpha_{i} \alpha_{j} k\left(x_{i}, x_{j}\right) \geq 0
\end{gathered}
$$

- furthermore, it is strictly positive definite:

$$
f(x)^{2}=\langle f, k(., x)\rangle^{2} \leq\langle f, f\rangle\langle k(., x), k(., x)\rangle
$$

hence $\langle f, f\rangle=0$ implies $f=0$.

- Complete the space in the corresponding norm to get a Hilbert space $\mathcal{H}_{k}$.


## The Empirical Kernel Map

Recall the feature map

$$
\begin{aligned}
\Phi: X & \rightarrow \mathbb{R}^{X} \\
x & \mapsto k(., x)
\end{aligned}
$$

- each point is represented by its similarity to all other points
- how about representing it by its similarity to a sample of points?

Consider

$$
\begin{aligned}
\Phi_{m}: X & \rightarrow \mathbb{R}^{m} \\
x & \left.\mapsto k(., x)\right|_{\left(x_{1}, \ldots, x_{m}\right)}=\left(k\left(x_{1}, x\right), \ldots, k\left(x_{m}, x\right)\right)^{\top}
\end{aligned}
$$

## ctd.

- $\Phi_{m}\left(x_{1}\right), \ldots, \Phi_{m}\left(x_{m}\right)$ contain all necessary information about $\Phi\left(x_{1}\right), \ldots, \Phi\left(x_{m}\right)$
- the Gram matrix $G_{i j}:=\left\langle\Phi_{m}\left(x_{i}\right), \Phi_{m}\left(x_{j}\right)\right\rangle$ satisfies $G=K^{2}$ where $K_{i j}=k\left(x_{i}, x_{j}\right)$
- modify $\Phi_{m}$ to

$$
\begin{aligned}
\Phi_{m}^{w}: X & \rightarrow \mathbb{R}^{m} \\
x & \mapsto K^{-\frac{1}{2}}\left(k\left(x_{1}, x\right), \ldots, k\left(x_{m}, x\right)\right)^{\top}
\end{aligned}
$$

- this "whitened" map ("kernel PCA map") satifies

$$
\left\langle\Phi_{m}^{w}\left(x_{i}\right), \Phi_{m}^{w}\left(x_{j}\right)\right\rangle=k\left(x_{i}, x_{j}\right)
$$

for all $i, j=1, \ldots, m$.

## Properties of Kernel Matrices, I [37]

Suppose we are given distinct training patterns $x_{1}, \ldots, x_{m}$, and a positive definite $m \times m$ matrix $K$.
$K$ can be diagonalized as $K=S D S^{\top}$, with an orthogonal matrix $S$ and a diagonal matrix $D$ with nonnegative entries. Then

$$
K_{i j}=\left(S D S^{\top}\right)_{i j}=\left\langle S_{i}, D S_{j}\right\rangle=\left\langle\sqrt{D} S_{i}, \sqrt{D} S_{j}\right\rangle
$$

where the $S_{i}$ are the rows of $S$.
We have thus constructed a map $\Phi$ into an $m$-dimensional feature space $\mathcal{H}$ such that

$$
K_{i j}=\left\langle\Phi\left(x_{i}\right), \Phi\left(x_{j}\right)\right\rangle .
$$

## Properties, II: Functional Calculus [42]

- $K$ symmetric $m \times m$ matrix with spectrum $\sigma(K)$
- $f$ a continuous function on $\sigma(K)$
- Then there is a symmetric matrix $f(K)$ with eigenvalues in $f(\sigma(K))$.
- compute $f(K)$ via Taylor series, or eigenvalue decomposition of $K$ : If $K=S^{\top} D S(D$ diagonal and $S$ unitary), then $f(K)=$ $S^{\top} f(D) S$, where $f(D)$ is defined elementwise on the diagonal
- can treat functions of symmetric matrices like functions on $\mathbb{R}$

$$
\begin{aligned}
(\alpha f+g)(K) & =\alpha f(K)+g(K) \\
(f g)(K) & =f(K) g(K)=g(K) f(K) \\
\|f\|_{\infty, \sigma(K)} & =\|f(K)\| \\
\sigma(f(K)) & =f(\sigma(K))
\end{aligned}
$$

(the $C^{*}$-algebra generated by $K$ is isomorphic to the set of continuous functions on $\sigma(K)$ )

## Computing Distances in Feature Spaces

Clearly, if $k$ is positive definite, then there exists a map $\Phi$ such that

$$
\left\|\Phi(x)-\Phi\left(x^{\prime}\right)\right\|^{2}=k(x, x)+k\left(x^{\prime}, x^{\prime}\right)-2 k\left(x, x^{\prime}\right)
$$

(it is the usual feature map).
This embedding is referred to as a Hilbert space representation as a distance. It turns out that this works for a larger class of kernels, called conditionally positive definite.

In fact, all algorithms that are translationally invariant (i.e. independent of the choice of the origin) in $\mathcal{H}$ work with cpd kernels [39].

## Kernels Local in the Image



Local products of degree $d_{1}$, global products of degree $d_{2}$, overall degree $d_{1} \cdot d_{2}$.
[38]

## An Example of a Kernel Algorithm

Idea: classify points $\mathbf{x}:=\Phi(x)$ in feature space according to which of the two class means is closer.

$$
\mathbf{c}_{+}:=\frac{1}{m_{+}} \sum_{y_{i}=1} \Phi\left(x_{i}\right), \quad \mathbf{c}_{-}:=\frac{1}{m_{-}} \sum_{y_{i}=-1} \Phi\left(x_{i}\right)
$$



Compute the sign of the dot product between $\mathbf{w}:=\mathbf{c}_{+}-\mathbf{c}_{-}$and $\mathbf{x}-\mathbf{c}$.

## An Example of a Kernel Algorithm, ctd. [39]

$$
\begin{aligned}
f(x) & =\operatorname{sgn}\left(\frac{1}{m_{+}} \sum_{\left\{i: y_{i}=+1\right\}}\left\langle\Phi(x), \Phi\left(x_{i}\right)\right\rangle-\frac{1}{m_{-}} \sum_{\left\{i: y_{i}=-1\right\}}\left\langle\Phi(x), \Phi\left(x_{i}\right)\right\rangle+b\right) \\
& =\operatorname{sgn}\left(\frac{1}{m_{+}} \sum_{\left\{i: y_{i}=+1\right\}} k\left(x, x_{i}\right)-\frac{1}{m_{-}} \sum_{\left\{i: y_{i}=-1\right\}} k\left(x, x_{i}\right)+b\right)
\end{aligned}
$$

where

$$
b=\frac{1}{2}\left(\frac{1}{m_{-}^{2}} \sum_{\left\{(i, j): y_{i}=y_{j}=-1\right\}} k\left(x_{i}, x_{j}\right)-\frac{1}{m_{+}^{2}} \sum_{\left\{(i, j): y_{i}=y_{j}=+1\right\}} k\left(x_{i}, x_{j}\right)\right) .
$$

- provides a geometric interpretation of Parzen windows


## An Example of a Kernel Algorithm, ctd.

- Exercise: derive the Parzen windows classifier by computing the distance criterion directly
- SVMs (ppt)

An example of a kernel algorithm, revisited

$X$ compact subset of a separable metric space, $m, n \in \mathbb{N}$.
Positive class $X:=\left\{x_{1}, \ldots, x_{m}\right\} \subset \mathcal{X}$ Negative class $Y:=\left\{y_{1}, \ldots, y_{n}\right\} \subset \mathcal{X}$
RKHS means $\mu(X)=\frac{1}{m} \sum_{i=1}^{m} k\left(x_{i}, \cdot\right), \mu(Y)=\frac{1}{n} \sum_{i=1}^{n} k\left(y_{i}, \cdot\right)$.
Get a problem if $\mu(X)=\mu(Y)$ !

## When do the means coincide?

$k\left(x, x^{\prime}\right)=\left\langle x, x^{\prime}\right\rangle: \quad$ the means coincide
$k\left(x, x^{\prime}\right)=\left(\left\langle x, x^{\prime}\right\rangle+1\right)^{d}:$ all empirical moments up to order $d$ coincide
$k$ strictly pd: $\quad X=Y$.

The mean "remembers" each point that contributed to it.

Proposition 1 Assume $X, Y$ are defined as above, $k$ is strictly $p d$, and for all $i, j, x_{i} \neq x_{j}$, and $y_{i} \neq y_{j}$. If for some $\alpha_{i}, \beta_{j} \in \mathbb{R}-\{0\}$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} \alpha_{i} k\left(x_{i}, .\right)=\sum_{j=1}^{n} \beta_{j} k\left(y_{j}, .\right) \tag{1}
\end{equation*}
$$

then $X=Y$.

## Proof (by contradiction)

W.l.o.g., assume that $x_{1} \notin Y$. Subtract $\sum_{j=1}^{n} \beta_{j} k\left(y_{j},.\right)$ from (1), and make it a sum over pairwise distinct points, to get

$$
0=\sum_{i} \gamma_{i} k\left(z_{i}, .\right),
$$

where $z_{1}=x_{1}, \gamma_{1}=\alpha_{1} \neq 0$, and
$z_{2}, \cdots \in X \cup Y-\left\{x_{1}\right\}, \gamma_{2}, \cdots \in \mathbb{R}$.
Take the RKHS dot product with $\sum_{j} \gamma_{j} k\left(z_{j},.\right)$ to get

$$
0=\sum_{i j} \gamma_{i} \gamma_{j} k\left(z_{i}, z_{j}\right),
$$

with $\gamma \neq 0$, hence $k$ cannot be strictly pd.

## The mean map

$$
\mu: X=\left(x_{1}, \ldots, x_{m}\right) \mapsto \frac{1}{m} \sum_{i=1}^{m} k\left(x_{i}, \cdot\right)
$$

satisfies

$$
\langle\mu(X), f\rangle=\left\langle\frac{1}{m} \sum_{i=1}^{m} k\left(x_{i}, \cdot\right), f\right\rangle=\frac{1}{m} \sum_{i=1}^{m} f\left(x_{i}\right)
$$

and

$$
\|\mu(X)-\mu(Y)\|=\sup _{\|f\| \leq 1}|\langle\mu(X)-\mu(Y), f\rangle|=\sup _{\|f\| \leq 1}\left|\frac{1}{m} \sum_{i=1}^{m} f\left(x_{i}\right)-\frac{1}{n} \sum_{i=1}^{n} f\left(y_{i}\right)\right| .
$$

Note: Large distance $=$ can find a function distinguishing the samples

## Witness function

$f=\frac{\mu(X)-\mu(Y)}{\|\mu(X)-\mu(Y)\|}$, thus $\left.f(x) \propto\langle\mu(X)-\mu(Y), k(x,)\rangle.\right)$ :


This function is in the RKHS of a Gaussian kernel, but not in the RKHS of the linear kernel.

## The mean map for measures

$p, q$ Borel probability measures,
$\mathbf{E}_{x, x^{\prime} \sim p}\left[k\left(x, x^{\prime}\right)\right], \mathbf{E}_{x, x^{\prime} \sim q}\left[k\left(x, x^{\prime}\right)\right]<\infty(\|k(x,)\| \leq M<.\infty$ is sufficient $)$
Define

$$
\mu: p \mapsto \mathbf{E}_{x \sim p}[k(x, \cdot)] .
$$

Note

$$
\langle\mu(p), f\rangle=\mathbf{E}_{x \sim p}[f(x)]
$$

and

$$
\|\mu(p)-\mu(q)\|=\sup _{\|f\| \leq 1}\left|\mathbf{E}_{x \sim p}[f(x)]-\mathbf{E}_{x \sim q}[f(x)]\right|
$$

Recall that in the finite sample case, for strictly p.d. kernels, $\mu$ was injective - how about now?
$[47,17]$

Theorem 2 [15, 13]

$$
p=q \Longleftrightarrow \sup _{f \in C(X)}\left|\mathbf{E}_{x \sim p}(f(x))-\mathbf{E}_{x \sim q}(f(x))\right|=0
$$

where $C(X)$ is the space of continuous bounded functions on $x$.

Combine this with

$$
\|\mu(p)-\mu(q)\|=\sup _{\|f\| \leq 1}\left|\mathbf{E}_{x \sim p}[f(x)]-\mathbf{E}_{x \sim q}[f(x)]\right|
$$

Replace $C(X)$ by the unit ball in an RKHS that is dense in $C(X)$ - universal kernel [49], e.g., Gaussian.

Theorem 3 [19] If $k$ is universal, then

$$
p=q \Longleftrightarrow\|\mu(p)-\mu(q)\|=0
$$

- $\mu$ is invertible on its image $\mathcal{M}=\{\mu(p) \mid p$ is a probability distribution $\}$ (the "marginal polytope", [57])
- generalization of the moment generating function of a RV $x$ with distribution $p$ :

$$
M_{p}(.)=\mathbf{E}_{x \sim p}\left[e^{\langle x, \cdot\rangle}\right]
$$

This provides us with a convenient metric on probability distributions, which can be used to check whether two distributions are different - provided that $\mu$ is invertible.

## Fourier Criterion

Assume we have densities, the kernel is shift invariant $(k(x, y)=$ $k(x-y))$, and all Fourier transforms below exist. Note that $\mu$ is invertible iff

$$
\int k(x-y) p(y) d y=\int k(x-y) q(y) d y \Longrightarrow p=q
$$

i.e.,

$$
\hat{k}(\hat{p}-\hat{q})=0 \Longrightarrow p=q
$$

(Sriperumbudur et al., 2008)
E.g., $\mu$ is invertible if $\hat{k}$ has full support. Restricting the class of distributions, weaker conditions suffice (e.g., if $\hat{k}$ has non-empty interior, $\mu$ is invertible for all distributions with compact support).

## Fourier Optics

Application: $p$ source of incoherent light, $I$ indicator of a finite aperture. In Fraunhofer diffraction, the intensity image is $\propto p * \hat{I}^{2}$. Set $k=\hat{I}^{2}$, then this equals $\mu(p)$.
This $\hat{k}$ does not have full support, thus the imaging process is not invertible for the class of all light sources (Abbe), but it is if we restrict the class (e.g., to compact support).

Harmeling et al., CVPR 2013

## Application 1: Two-sample problem [19]

$X, Y$ i.i.d. $m$-samples from $p, q$, respectively.

$$
\begin{aligned}
\|\mu(p)-\mu(q)\|^{2} & =\mathbf{E}_{x, x^{\prime} \sim p}\left[k\left(x, x^{\prime}\right)\right]-2 \mathbf{E}_{x \sim p, y \sim q}[k(x, y)]+\mathbf{E}_{y, y^{\prime} \sim q}\left[k\left(y, y^{\prime}\right)\right] \\
& =\mathbf{E}_{x, x^{\prime} \sim p, y, y^{\prime} \sim q}\left[h\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)\right]
\end{aligned}
$$

with

$$
h\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right):=k\left(x, x^{\prime}\right)-k\left(x, y^{\prime}\right)-k\left(y, x^{\prime}\right)+k\left(y, y^{\prime}\right) .
$$

Define

$$
\begin{aligned}
D(p, q)^{2} & :=\mathbf{E}_{x, x^{\prime} \sim p, y, y^{\prime} \sim q} h\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \\
\hat{D}(X, Y)^{2} & :=\frac{1}{m(m-1)} \sum_{i \neq j} h\left(\left(x_{i}, y_{i}\right),\left(x_{j}, y_{j}\right)\right) .
\end{aligned}
$$

$\hat{D}(X, Y)^{2}$ is an unbiased estimator of $D(p, q)^{2}$.
It's easy to compute, and works on structured data.

Theorem 4 Assume $k$ is bounded.
$\hat{D}(X, Y)^{2}$ converges to $D(p, q)^{2}$ in probability with rate $\mathcal{O}\left(m^{-\frac{1}{2}}\right)$.
This could be used as a basis for a test, but uniform convergence bounds are often loose..
Theorem 5 We assume $\mathbf{E}\left(h^{2}\right)<\infty$. When $p \neq q$, then $\sqrt{m}\left(\hat{D}(X, Y)^{2}-D(p, q)^{2}\right)$ converges in distribution to a zero mean Gaussian with variance

$$
\sigma_{u}^{2}=4\left(\mathbf{E}_{z}\left[\left(\mathbf{E}_{z^{\prime}} h\left(z, z^{\prime}\right)\right)^{2}\right]-\left[\mathbf{E}_{z, z^{\prime}}\left(h\left(z, z^{\prime}\right)\right)\right]^{2}\right)
$$

When $p=q$, then $m\left(\hat{D}(X, Y)^{2}-D(p, q)^{2}\right)=m \hat{D}(X, Y)^{2}$ converges in distribution to

$$
\begin{equation*}
\sum_{l=1}^{\infty} \lambda_{l}\left[q_{l}^{2}-2\right] \tag{2}
\end{equation*}
$$

where $q_{l} \sim \mathcal{N}(0,2)$ i.i.d., $\lambda_{i}$ are the solutions to the eigenvalue equation

$$
\int_{x} \tilde{k}\left(x, x^{\prime}\right) \psi_{i}(x) d p(x)=\lambda_{i} \psi_{i}\left(x^{\prime}\right)
$$

and $\tilde{k}\left(x_{i}, x_{j}\right):=k\left(x_{i}, x_{j}\right)-\mathbf{E}_{x} k\left(x_{i}, x\right)-\mathbf{E}_{x} k\left(x, x_{j}\right)+\mathbf{E}_{x, x^{\prime}} k\left(x, x^{\prime}\right)$ is the centred RKHS kernel.

## Application 2: Dependence Measures

Assume that $(x, y)$ are drawn from $p_{x y}$, with marginals $p_{x}, p_{y}$.

Want to know whether $p_{x y}$ factorizes.
[2, 16]: kernel generalized variance
[20, 21]: kernel constrained covariance, HSIC

Main idea [25, 35]:
$x$ and $y$ independent $\Longleftrightarrow \forall$ bounded continuous functions $f, g$, we have $\operatorname{Cov}(f(x), g(y))=0$.
$k$ kernel on $X \times y$.

$$
\begin{aligned}
\mu\left(p_{x y}\right) & :=\mathbf{E}_{(x, y) \sim p_{x y}}[k((x, y), \cdot)] \\
\mu\left(p_{x} \times p_{y}\right) & :=\mathbf{E}_{x \sim p_{x}, y \sim p_{y}}[k((x, y), \cdot)] .
\end{aligned}
$$

Use $\Delta:=\left\|\mu\left(p_{x y}\right)-\mu\left(p_{x} \times p_{y}\right)\right\|$ as a measure of dependence.
For $k\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=k_{x}\left(x, x^{\prime}\right) k_{y}\left(y, y^{\prime}\right)$ :
$\Delta^{2}$ equals the Hilbert-Schmidt norm of the covariance operator between the two RKHSs (HSIC), with empirical estimate $m^{-2} \operatorname{tr} H K_{x} H K_{y}$, where $H=I-\mathbf{1} / m$ [20, 48].

Witness function of the equivalent optimisation problem:


Application: learning causal structures (Sun et al., ICML 2007; Fukumizu et al., NIPS 2007))

## Application 3: Covariate Shift Correction and Local Learning

training set $X=\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{m}, y_{m}\right)\right\}$ drawn from $p$, test set $X^{\prime}=\left\{\left(x_{1}^{\prime}, y_{1}^{\prime}\right), \ldots,\left(x_{n}^{\prime}, y_{n}^{\prime}\right)\right\}$ from $p^{\prime} \neq p$.

Assume $p_{y \mid x}=p_{y \mid x}^{\prime}$.
[44]: reweight training set

Minimize

$$
\left\|\sum_{i=1}^{m} \beta_{i} k\left(x_{i}, \cdot\right)-\mu\left(X^{\prime}\right)\right\|^{2}+\lambda\|\beta\|_{2}^{2} \text { subject to } \beta_{i} \geq 0, \sum_{i} \beta_{i}=1
$$

Equivalent QP:

$$
\begin{aligned}
& \underset{\beta}{\operatorname{minimize}} \frac{1}{2} \beta^{\top}(K+\lambda 1) \beta-\beta^{\top} l \\
& \text { subject to } \beta_{i} \geq 0 \text { and } \sum_{i} \beta_{i}=1,
\end{aligned}
$$

where $K_{i j}:=k\left(x_{i}, x_{j}\right), l_{i}=\left\langle k\left(x_{i}, \cdot\right), \mu\left(X^{\prime}\right)\right\rangle$.
Experiments show that in underspecified situations (e.g., large kernel widths), this helps [24].
$X^{\prime}=\left\{x^{\prime}\right\}$ leads to a local sample weighting scheme.

## The Representer Theorem

Theorem 6 Given: a p.d. kernel $k$ on $\mathcal{X} \times \mathcal{X}$, a training set $\left(x_{1}, y_{1}\right), \ldots,\left(x_{m}, y_{m}\right) \in \mathcal{X} \times \mathbb{R}$, a strictly monotonic increasing real-valued function $\Omega$ on $[0, \infty[$, and an arbitrary cost function $c:\left(\mathcal{X} \times \mathbb{R}^{2}\right)^{m} \rightarrow \mathbb{R} \cup\{\infty\}$
Any $f \in \mathcal{H}_{k}$ minimizing the regularized risk functional

$$
\begin{equation*}
c\left(\left(x_{1}, y_{1}, f\left(x_{1}\right)\right), \ldots,\left(x_{m}, y_{m}, f\left(x_{m}\right)\right)\right)+\Omega(\|f\|) \tag{3}
\end{equation*}
$$

admits a representation of the form

$$
f(.)=\sum_{i=1}^{m} \alpha_{i} k\left(x_{i}, .\right)
$$

## Remarks

- significance: many learning algorithms have solutions that can be expressed as expansions in terms of the training examples
- original form, with mean squared loss

$$
\begin{aligned}
& c\left(\left(x_{1}, y_{1}, f\left(x_{1}\right)\right), \ldots,\left(x_{m}, y_{m}, f\left(x_{m}\right)\right)\right)=\frac{1}{m} \sum_{i=1}^{m}\left(y_{i}-f\left(x_{i}\right)\right)^{2}, \\
& \text { and } \Omega(\|f\|)=\lambda\|f\|^{2}(\lambda>0):[27]
\end{aligned}
$$

- generalization to non-quadratic cost functions: [10]
- present form: [39]
- recent generalizations: [31, 12]


## Proof

Decompose $f \in \mathcal{H}$ into a part in the span of the $k\left(x_{i},.\right)$ and an orthogonal one:
where for all $j$

$$
\begin{gathered}
f=\sum_{i} \alpha_{i} k\left(x_{i}, .\right)+f_{\perp} \\
\left\langle f_{\perp}, k\left(x_{j}, .\right)\right\rangle=0
\end{gathered}
$$

Application of $f$ to an arbitrary training point $x_{j}$ yields

$$
\begin{aligned}
f\left(x_{j}\right) & =\left\langle f, k\left(x_{j}, .\right)\right\rangle \\
& =\left\langle\sum_{i} \alpha_{i} k\left(x_{i}, .\right)+f_{\perp}, k\left(x_{j}, .\right)\right\rangle \\
& =\sum_{i} \alpha_{i}\left\langle k\left(x_{i}, .\right), k\left(x_{j}, .\right)\right\rangle,
\end{aligned}
$$

independent of $f_{\perp}$.

## Proof: second part of (3)

Since $f_{\perp}$ is orthogonal to $\sum_{i} \alpha_{i} k\left(x_{i},.\right)$, and $\Omega$ is strictly monotonic, we get

$$
\begin{align*}
\Omega(\|f\|) & =\Omega\left(\left\|\sum_{i} \alpha_{i} k\left(x_{i}, .\right)+f_{\perp}\right\|\right) \\
& =\Omega\left(\sqrt{\left\|\sum_{i} \alpha_{i} k\left(x_{i}, .\right)\right\|^{2}+\left\|f_{\perp}\right\|^{2}}\right) \\
& \geq \Omega\left(\left\|\sum_{i} \alpha_{i} k\left(x_{i}, .\right)\right\|\right) \tag{4}
\end{align*}
$$

with equality occuring if and only if $f_{\perp}=0$. Hence, any minimizer must have $f_{\perp}=0$. Consequently, any solution takes the form

$$
f=\sum_{i} \alpha_{i} k\left(x_{i}, .\right)
$$

## Application: Support Vector Classification

Here, $y_{i} \in\{ \pm 1\}$. Use

$$
c\left(\left(x_{i}, y_{i}, f\left(x_{i}\right)\right)_{i}\right)=\frac{1}{\lambda} \sum_{i} \max \left(0,1-y_{i} f\left(x_{i}\right)\right),
$$

and the regularizer $\Omega(\|f\|)=\|f\|^{2}$.
$\lambda \rightarrow 0$ leads to the hard margin SVM

## Further Applications

Bayesian MAP Estimates. Identify (3) with the negative log posterior (cf. Kimeldorf \& Wahba, 1970, Poggio \& Girosi, 1990), i.e.

- $\exp \left(-c\left(\left(x_{i}, y_{i}, f\left(x_{i}\right)\right)_{i}\right)\right)$ - likelihood of the data
- $\exp (-\Omega(\|f\|))$ - prior over the set of functions; e.g., $\Omega(\|f\|)=$ $\lambda\|f\|^{2}$ - Gaussian process prior [59] with covariance function $k$
- minimizer of (3) = MAP estimate

Kernel PCA (see below) can be shown to correspond to the case of
$c\left(\left(x_{i}, y_{i}, f\left(x_{i}\right)\right)_{i=1, \ldots, m}\right)= \begin{cases}0 & \text { if } \frac{1}{m} \sum_{i}\left(f\left(x_{i}\right)-\frac{1}{m} \sum_{j} f\left(x_{j}\right)\right)^{2}=1 \\ \infty & \text { otherwise }\end{cases}$
with $\Omega$ an arbitrary strictly monotonically increasing function.

## Kernel PCA
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## Kernel PCA, II

$$
x_{1}, \ldots, x_{m} \in \mathcal{X}, \quad \Phi: \mathcal{X} \rightarrow \mathcal{H}, \quad C=\frac{1}{m} \sum_{j=1}^{m} \Phi\left(x_{j}\right) \Phi\left(x_{j}\right)^{\top}
$$

Eigenvalue problem

$$
\lambda \mathbf{V}=C \mathbf{V}=\frac{1}{m} \sum_{j=1}^{m}\left\langle\Phi\left(x_{j}\right), \mathbf{V}\right\rangle \Phi\left(x_{j}\right)
$$

For $\lambda \neq 0, \mathbf{V} \in \operatorname{span}\left\{\Phi\left(x_{1}\right), \ldots, \Phi\left(x_{m}\right)\right\}$, thus

$$
\mathbf{V}=\sum_{i=1}^{m} \alpha_{i} \Phi\left(x_{i}\right)
$$

and the eigenvalue problem can be written as

$$
\lambda\left\langle\Phi\left(x_{n}\right), \mathbf{V}\right\rangle=\left\langle\Phi\left(x_{n}\right), C \mathbf{V}\right\rangle \text { for all } n=1, \ldots, m
$$

## Kernel PCA in Dual Variables

In term of the $m \times m$ Gram matrix

$$
K_{i j}:=\left\langle\Phi\left(x_{i}\right), \Phi\left(x_{j}\right)\right\rangle=k\left(x_{i}, x_{j}\right),
$$

this leads to

$$
m \lambda K \boldsymbol{\alpha}=K^{2} \boldsymbol{\alpha}
$$

where $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{\top}$.
Solve

$$
m \lambda \boldsymbol{\alpha}=K \boldsymbol{\alpha}
$$

$\longrightarrow\left(\lambda_{n}, \boldsymbol{\alpha}^{n}\right)$

$$
\left\langle\mathbf{V}^{n}, \mathbf{V}^{n}\right\rangle=1 \Longleftrightarrow \lambda_{n}\left\langle\boldsymbol{\alpha}^{n}, \boldsymbol{\alpha}^{n}\right\rangle=1
$$

thus divide $\boldsymbol{\alpha}^{n}$ by $\sqrt{\lambda_{n}}$

Feature extraction
Compute projections on the Eigenvectors

$$
\mathbf{V}^{n}=\sum_{i=1}^{m} \alpha_{i}^{n} \Phi\left(x_{i}\right)
$$

in $\mathcal{H}$ :
for a test point $x$ with image $\Phi(x)$ in $\mathcal{H}$ we get the features

$$
\begin{aligned}
\left\langle\mathbf{V}^{n}, \Phi(x)\right\rangle & =\sum_{i=1}^{m} \alpha_{i}^{n}\left\langle\Phi\left(x_{i}\right), \Phi(x)\right\rangle \\
& =\sum_{i=1}^{m} \alpha_{i}^{n} k\left(x_{i}, x\right)
\end{aligned}
$$

## The Kernel PCA Map

Recall

$$
\begin{aligned}
\Phi_{m}^{w}: X & \rightarrow \mathbb{R}^{m} \\
x & \mapsto K^{-\frac{1}{2}}\left(k\left(x_{1}, x\right), \ldots, k\left(x_{m}, x\right)\right)^{\top}
\end{aligned}
$$

If $K=U D U^{\top}$ is $K$ 's diagonalization, then $K^{-1 / 2}=$ $U D^{-1 / 2} U^{\top}$. Thus we have

$$
\Phi_{m}^{w}(x)=U D^{-1 / 2} U^{\top}\left(k\left(x_{1}, x\right), \ldots, k\left(x_{m}, x\right)\right)^{\top} .
$$

We can drop the leading $U$ (since it leaves the dot product invariant) to get a map

$$
\Phi_{K P C A}^{w}(x)=D^{-1 / 2} U^{\top}\left(k\left(x_{1}, x\right), \ldots, k\left(x_{m}, x\right)\right)^{\top}
$$

The rows of $U^{\top}$ are the eigenvectors $\boldsymbol{\alpha}^{n}$ of $K$, and the entries of the diagonal matrix $D^{-1 / 2}$ equal $\lambda_{i}^{-1 / 2}$.

## Toy Example with Gaussian Kernel

$$
k\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2}\right)
$$



KPCA includes various spectral dimensionality reduction algorithms as special cases with data-dependent kernels [22].

## Spectral clustering

$K$ similarity matrix; $D_{i i}=\sum_{j} K_{i j}$
Normalized cuts (Shi $\mathcal{E}$ Malik, 2000):

- map inputs to corresponding entries of the second smallest eigenvector of the normalized Laplacian

$$
L=I-D^{-1 / 2} K D^{-1 / 2}
$$

- Partition them based on these values.

Meila $\mathcal{E}^{3}$ Shi (2001):

- map inputs to entries of leading eigenvectors of

$$
D^{-1} K
$$

- continue with $k$-means

Kernel PCA (1998):

- map test point $x$ to RKHS, project on leading eigenvectors of $K$ :

$$
\left\langle V^{n}, k(x, .)\right\rangle=\sum_{i=1}^{m} \alpha_{i}^{n}\left\langle k\left(x_{i}, .\right), k(x, .)\right\rangle=\sum_{i=1}^{m} \alpha_{i}^{n} k\left(x_{i}, x\right)
$$

## Link Kernel PCA — Spectral Clustering

Projection of a training point $x_{t}$ onto the $n$th eigenvector equals

$$
\left(K \alpha^{n}\right)_{t}=\lambda_{n} \alpha_{t}^{n}
$$

where $\left\langle\alpha^{n}, \alpha^{n}\right\rangle=\lambda_{n}^{-1}$.
The eigenvector $\alpha^{n}$ thus contains the projections of the training set.

- for a connected graph, the normalized Laplacian has a single 0 eigenvalue. Its (pseudo-)inverse is the discrete Green's function of the diffusion process governed by $L$. It can be viewed as a kernel matrix, encoding the dot product implying the commute time metric (Ham, Lee, Mika, Schölkopf, 2004)
- the kPCA matrix is centered, and thus has a single eigenvalue 0 (for strictly p.d. kernel) that corresponds to the 0 eigenvalue of the normalized Laplacian.
- inversion inverts the order of the remaining eigenvalues.


## Conclusion

- the kernel corresponds to
- a similarity measure for the data, or
- a (linear) representation of the data, or
- a hypothesis space for learning,
- kernels allow the formulation of a multitude of geometrical algorithms (Parzen windows, 2-sample tests, SVMs, kernel PCA,...)


For further information, cf.
http://www.kernel-machines.org.

## Support Vector Classifiers



## Separating Hyperplane
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## Optimal Separating Hyperplane



## Eliminating the Scaling Freedom

Note: if $c \neq 0$, then

$$
\{\mathbf{x} \mid\langle\mathbf{w}, \mathbf{x}\rangle+b=0\}=\{\mathbf{x} \mid\langle c \mathbf{w}, \mathbf{x}\rangle+c b=0\} .
$$

Hence ( $c \mathbf{w}, c b$ ) describes the same hyperplane as ( $\mathbf{w}, b$ ).
Definition: The hyperplane is in canonical form w.r.t. $X^{*}=$ $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right\}$ if $\min _{\mathbf{x}_{i} \in X}\left|\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right|=1$.

## Canonical Optimal Hyperplane



## Canonical Hyperplanes

Note: if $c \neq 0$, then

$$
\{\mathbf{x} \mid\langle\mathbf{w}, \mathbf{x}\rangle+b=0\}=\{\mathbf{x} \mid\langle c \mathbf{w}, \mathbf{x}\rangle+c b=0\} .
$$

Hence $(c \mathbf{w}, c b)$ describes the same hyperplane as $(\mathbf{w}, b)$.
Definition: The hyperplane is in canonical form w.r.t. $X^{*}=$ $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right\}$ if $\min _{\mathbf{x}_{i} \in X}\left|\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right|=1$.

Note that for canonical hyperplanes, the distance of the closest point to the hyperplane ("margin") is $1 /\|\mathbf{w}\|$ :
$\min _{\mathbf{x}_{i} \in X}\left|\left\langle\frac{\mathbf{w}}{\|\mathbf{w}\|}, \mathbf{x}_{i}\right\rangle+\frac{b}{\|\mathbf{w}\|}\right|=\frac{1}{\|\mathbf{w}\|}$.

Theorem 7 (Vapnik [50]) Consider hyperplanes $\langle\mathbf{w}, \mathbf{x}\rangle=0$ where $\mathbf{w}$ is normalized such that they are in canonical form w.r.t. a set of points $X^{*}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right\}$, i.e.,

$$
\min _{i=1, \ldots, r}\left|\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle\right|=1
$$

The set of decision functions $f_{\mathbf{w}}(\mathbf{x})=\operatorname{sgn}\langle\mathbf{x}, \mathbf{w}\rangle$ defined on $X^{*}$ and satisfying the constraint $\|\mathbf{w}\| \leq \Lambda$ has a VC dimension satisfying

$$
h \leq R^{2} \Lambda^{2}
$$

Here, $R$ is the radius of the smallest sphere around the origin containing $X^{*}$.
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## Proof Strategy (Gurvits, 1997)

Assume that $\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}$ are shattered by canonical hyperplanes with $\|\mathbf{w}\| \leq \Lambda$, i.e., for all $y_{1}, \ldots, y_{r} \in\{ \pm 1\}$,

$$
\begin{equation*}
y_{i}\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle \geq 1 \text { for all } i=1, \ldots, r \text {. } \tag{5}
\end{equation*}
$$

Two steps:

- prove that the more points we want to shatter (5), the larger $\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|$ must be
- upper bound the size of $\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|$ in terms of $R$

Combining the two tells us how many points we can at most shatter.

## Part I

Summing (5) over $i=1, \ldots, r$ yields

$$
\left\langle\mathbf{w},\left(\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right)\right\rangle \geq r
$$

By the Cauchy-Schwarz inequality, on the other hand, we have

$$
\left\langle\mathbf{w},\left(\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right)\right\rangle \leq\|\mathbf{w}\|\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\| \leq \Lambda\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|
$$

Combine both:

$$
\begin{equation*}
\frac{r}{\Lambda} \leq\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\| \tag{6}
\end{equation*}
$$

## Part II

Consider independent random labels $y_{i} \in\{ \pm 1\}$, uniformly distributed (Rademacher variables).
$\mathbf{E}\left[\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|^{2}\right]=\sum_{i=1}^{r} \mathbf{E}\left[\left\langle y_{i} \mathbf{x}_{i}, \sum_{j=1}^{r} y_{j} \mathbf{x}_{j}\right\rangle\right]$

$$
\begin{aligned}
& =\sum_{i=1}^{r} \mathbf{E}\left[\left\langle y_{i} \mathbf{x}_{i},\left(\left(\sum_{j \neq i} y_{j} \mathbf{x}_{j}\right)+y_{i} \mathbf{x}_{i}\right)\right\rangle\right] \\
& =\sum_{i=1}^{r}\left(\left(\sum_{j \neq i} \mathbf{E}\left[\left\langle y_{i} \mathbf{x}_{i}, y_{j} \mathbf{x}_{j}\right\rangle\right]\right)+\mathbf{E}\left[\left\langle y_{i} \mathbf{x}_{i}, y_{i} \mathbf{x}_{i}\right\rangle\right]\right) \\
& =\sum_{i=1}^{r} \mathbf{E}\left[\left\|y_{i} \mathbf{x}_{i}\right\|^{2}\right]=\sum_{i=1}^{r}\left\|\mathbf{x}_{i}\right\|^{2}
\end{aligned}
$$

## Part II, ctd.

Since $\left\|\mathbf{x}_{i}\right\| \leq R$, we get

$$
\mathbf{E}\left[\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|^{2}\right] \leq r R^{2}
$$

- This holds for the expectation over the random choices of the labels, hence there must be at least one set of labels for which it also holds true. Use this set.

Hence

$$
\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|^{2} \leq r R^{2}
$$

## Part I and II Combined

Part I: $\left(\frac{r}{\Lambda}\right)^{2} \leq\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|^{2}$
Part II: $\left\|\sum_{i=1}^{r} y_{i} \mathbf{x}_{i}\right\|^{2} \leq r R^{2}$
Hence

$$
\frac{r^{2}}{\Lambda^{2}} \leq r R^{2}
$$

i.e.,

$$
r \leq R^{2} \Lambda^{2}
$$

completing the proof.

## Pattern Noise as Maximum Margin Regularization



## Maximum Margin vs. MDL - 2D Case



Can perturb $\gamma$ by $\Delta \gamma$ with $|\Delta \gamma|<\arcsin \frac{\rho}{R}$ and still correctly separate the data.
Hence only need to store $\gamma$ with accuracy $\Delta \gamma[39,55]$.

## Formulation as an Optimization Problem

Hyperplane with maximum margin: minimize

$$
\|\mathbf{w}\|^{2}
$$

(recall: margin $\sim 1 /\|\mathbf{w}\|$ ) subject to

$$
y_{i} \cdot\left[\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right] \geq 1 \text { for } i=1 \ldots m
$$

(i.e. the training data are separated correctly).

## Lagrange Function

Introduce Lagrange multipliers $\alpha_{i} \geq 0$ and a Lagrangian

$$
L(\mathbf{w}, b, \boldsymbol{\alpha})=\frac{1}{2}\|\mathbf{w}\|^{2}-\sum_{i=1}^{m} \alpha_{i}\left(y_{i} \cdot\left[\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right]-1\right) .
$$

$L$ has to minimized w.r.t. the primal variables $\mathbf{w}$ and $b$ and maximized with respect to the dual variables $\alpha_{i}$

- if a constraint is violated, then $y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right)-1<0 \longrightarrow$ - $\alpha_{i}$ will grow to increase $L$ - how far?
$\cdot \mathbf{w}, b$ want to decrease $L$; i.e. they have to change such that the constraint is satisfied. If the problem is separable, this ensures that $\alpha_{i}<\infty$.
- similarly: if $y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right)-1>0$, then $\alpha_{i}=0$ : otherwise,
$L$ could be increased by decreasing $\alpha_{i}$ (KKT conditions)


## Derivation of the Dual Problem

At the extremum, we have

$$
\frac{\partial}{\partial b} L(\mathbf{w}, b, \boldsymbol{\alpha})=0, \quad \frac{\partial}{\partial \mathbf{w}} L(\mathbf{w}, b, \boldsymbol{\alpha})=0
$$

i.e.

$$
\sum_{i=1}^{m} \alpha_{i} y_{i}=0
$$

and

$$
\mathbf{w}=\sum_{i=1}^{m} \alpha_{i} y_{i} \mathbf{x}_{i}
$$

Substitute both into $L$ to get the dual problem

## The Support Vector Expansion

$$
\mathbf{w}=\sum_{i=1}^{m} \alpha_{i} y_{i} \mathbf{x}_{i}
$$

where for all $i=1, \ldots, m$ either

$$
y_{i} \cdot\left[\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right]>1 \quad \Longrightarrow \alpha_{i}=0 \longrightarrow \mathbf{x}_{i} \text { irrelevant }
$$

or
$y_{i} \cdot\left[\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right]=1$ (on the margin) $\longrightarrow \mathbf{x}_{i}$ "Support Vector"
The solution is determined by the examples on the margin.
Thus

$$
\begin{aligned}
f(\mathbf{x}) & =\operatorname{sgn}(\langle\mathbf{x}, \mathbf{w}\rangle+b) \\
& =\operatorname{sgn}\left(\sum_{i=1}^{m} \alpha_{i} y_{i}\left\langle\mathbf{x}, \mathbf{x}_{i}\right\rangle+b\right)
\end{aligned}
$$

## Why it is Good to Have Few SVs

Leave out an example that does not become SV $\longrightarrow$ same solution.
Theorem [53]: Denote $\# S V(m)$ the number of SVs obtained by training on $m$ examples randomly drawn from $\mathrm{P}(\mathbf{x}, y)$, and $\mathbf{E}$ the expectation. Then

$$
\mathbf{E}[\operatorname{Prob}(\text { test error })] \leq \frac{E[\# \mathrm{SV}(m)]}{m}
$$

Here, Prob(test error) refers to the expected value of the risk, where the expectation is taken over training the SVM on samples of size $m-1$.

Assume that each $\operatorname{SV} \mathbf{x}_{i}$ exerts a perpendicular force of size $\alpha_{i}$ and sign $y_{i}$ on a solid plane sheet lying along the hyperplane.

Then the solution is mechanically stable:

$$
\begin{gathered}
\sum_{i=1}^{m} \alpha_{i} y_{i}=0 \quad \text { implies that the forces sum to zero } \\
\mathbf{w}=\sum_{i=1}^{m} \alpha_{i} y_{i} \mathbf{x}_{i} \quad \text { implies that the torques sum to zero, }
\end{gathered}
$$

via

$$
\sum_{i} \mathbf{x}_{i} \times y_{i} \alpha_{i} \cdot \mathbf{w} /\|\mathbf{w}\|=\mathbf{w} \times \mathbf{w} /\|\mathbf{w}\|=0
$$

## Dual Problem

Dual: maximize

$$
W(\alpha)=\sum_{i=1}^{m} \alpha_{i}-\frac{1}{2} \sum_{i, j=1}^{m} \alpha_{i} \alpha_{j} y_{i} y_{j}\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle
$$

subject to

$$
\alpha_{i} \geq 0, \quad i=1, \ldots, m, \quad \text { and } \quad \sum_{i=1}^{m} \alpha_{i} y_{i}=0
$$

Both the final decision function and the function to be maximized are expressed in dot products $\longrightarrow$ can use a kernel to compute

$$
\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle=\left\langle\Phi\left(x_{i}\right), \Phi\left(x_{j}\right)\right\rangle=k\left(x_{i}, x_{j}\right)
$$

## The SVM Architecture



$$
f(\mathbf{x})=\operatorname{sgn}\left(\Sigma \lambda_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+b\right)
$$

weights
comparison: $k\left(\mathbf{x}, \mathbf{x}_{i}\right)$, e.g. $k\left(\mathbf{x}, \mathbf{x}_{i}\right)=\left(\mathbf{x} \cdot \mathbf{x}_{i}\right)^{\mathrm{d}}$
$k\left(\mathbf{x}, \mathbf{x}_{i}\right)=\exp \left(-\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{2} / \mathrm{c}\right)$
support vectors
$k\left(\mathbf{x}, \mathbf{x}_{i}\right)=\tanh \left(\kappa\left(\mathbf{x} \cdot \mathbf{x}_{i}\right)+\theta\right)$
input vector $\mathbf{x}$

## Toy Example with Gaussian Kernel

$$
k\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2}\right)
$$
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If $y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right) \geq 1$ cannot be satisfied, then $\alpha_{i} \rightarrow \infty$.
Modify the constraint to

$$
y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right) \geq 1-\xi_{i}
$$

with

$$
\xi_{i} \geq 0
$$

("soft margin") and add

$$
C \cdot \sum_{i=1}^{m} \xi_{i}
$$

in the objective function.

## Soft Margin SVMs

C-SVM [9]: for $C>0$, minimize

$$
\tau(\mathbf{w}, \boldsymbol{\xi})=\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{m} \xi_{i}
$$

subject to $y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right) \geq 1-\xi_{i}, \quad \xi_{i} \geq 0(\operatorname{margin} 1 /\|\mathbf{w}\|)$
$\nu$-SVM [41]: for $0 \leq \nu<1$, minimize

$$
\tau(\mathbf{w}, \boldsymbol{\xi}, \rho)=\frac{1}{2}\|\mathbf{w}\|^{2}-\nu \rho+\frac{1}{m} \sum_{i} \xi_{i}
$$

subject to $y_{i} \cdot\left(\left\langle\mathbf{w}, \mathbf{x}_{i}\right\rangle+b\right) \geq \rho-\xi_{i}, \quad \xi_{i} \geq 0(\operatorname{margin} \rho /\|\mathbf{w}\|)$

## The $\nu$-Property

SVs: $\alpha_{i}>0$
"margin errors:" $\xi_{i}>0$
KKT-Conditions $\Longrightarrow$

- All margin errors are SVs.
- Not all SVs need to be margin errors.

Those which are not lie exactly on the edge of the margin.

## Proposition:

1. fraction of Margin Errors $\leq \nu \leq$ fraction of SVs.
2. asymptotically: $\ldots=\nu=\ldots$

## Duals, Using Kernels

$C$-SVM dual: maximize

$$
W(\boldsymbol{\alpha})=\sum_{i} \alpha_{i}-\frac{1}{2} \sum_{i, j} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)
$$

subject to $0 \leq \alpha_{i} \leq C, \quad \sum_{i} \alpha_{i} y_{i}=0$.
$\nu$-SVM dual: maximize

$$
W(\boldsymbol{\alpha})=-\frac{1}{2} \sum_{i j} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)
$$

subject to $0 \leq \alpha_{i} \leq \frac{1}{m}, \quad \sum_{i} \alpha_{i} y_{i}=0, \quad \sum_{i} \alpha_{i} \geq \nu$
In both cases: decision function:

$$
f(\mathbf{x})=\operatorname{sgn}\left(\sum_{i=1}^{m} \alpha_{i} y_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)+b\right)
$$

## Connection between $\nu$-SVC and $C$-SVC

Proposition. If $\nu$-SV classification leads to $\rho>0$, then $C$-SV classification, with $C$ set a priori to $1 / \rho$, leads to the same decision function.

Proof. Minimize the primal target, then fix $\rho$, and minimize only over the remaining variables: nothing will change. Hence the obtained solution $\mathbf{w}_{0}, b_{0}, \boldsymbol{\xi}_{0}$ minimizes the primal problem of $C$-SVC, for $C=1$, subject to

$$
y_{i} \cdot\left(\left\langle\mathbf{x}_{i}, \mathbf{w}\right\rangle+b\right) \geq \rho-\xi_{i} .
$$

To recover the constraint

$$
y_{i} \cdot\left(\left\langle\mathbf{x}_{i}, \mathbf{w}\right\rangle+b\right) \geq 1-\xi_{i},
$$

rescale to the set of variables $\mathbf{w}^{\prime}=\mathbf{w} / \rho, b^{\prime}=b / \rho, \boldsymbol{\xi}^{\prime}=\boldsymbol{\xi} / \rho$. This leaves us, up to a constant scaling factor $\rho^{2}$, with the $C$-SV target with $C=1 / \rho$.

## SVM Training

- naive approach: the complexity of maximizing

$$
W(\alpha)=\sum_{i=1}^{m} \alpha_{i}-\frac{1}{2} \sum_{i, j=1}^{m} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)
$$

scales with the third power of the training set size $m$

- only SVs are relevant $\longrightarrow$ only compute $\left(k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)\right)_{i j}$ for SVs. Extract them iteratively by cycling through the training set in chunks [50].
- in fact, one can use chunks which do not even contain all SVs [32]. Maximize over these sub-problems, using your favorite optimizer.
- the extreme case: by making the sub-problems very small (just two points), one can solve them analytically [33].
- http://www.kernel-machines.org/software.html


## MNIST Benchmark

handwritten character benchmark (60000 training \& 10000 test examples, $28 \times 28$ )

| 5 | 0 |  |  |  | 9 | 2 |  |  | 3 | 1 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | 3 | 36 | 6 | 1 | 7 | 2 | ${ }^{1} 8$ | 8 | 8 | 9 |
| 4 | 0 | 9 | 9 | 1 | 1 | 2 | 4 | 4 | 3 | 2 | 27 |
| 3 | 8 | 6 | 6 | 9 | 0 | 5 |  | 6 | 0 | 7 | 6 |
| 1 | 8 | 7 | 1 | 9 | 3 | 9 9 | 8 | 8 | 5 | 9 | 3 |
| 3 | 0 | 7 | 7 | 4 | 4 | 8 |  | 0 | 9 | 4 | 1 |
| 4 | 4 | 6 | 6 | 0 | 4 | $4^{5}$ |  | 6 | 1 | 0 | 0 |
| 1 | 7 | 1 | 1 | 6 | 3 | 0 | 2 | 2 | 1 | 1 | 7 |
| 9 | 0 | 2 | 2 | 6 | 7 | 8 | 3 | 3 | 9 | 0 | 4 |
| 6 | 17 |  |  | 68 | 8 | 10 | ] 7 | 78 | 8 | 3 | 1 |

## MNIST Error Rates

| Classifier | test error | reference |
| :--- | :--- | :--- |
| linear classifier | $8.4 \%$ | $[7]$ |
| 3-nearest-neighbour | $2.4 \%$ | $[7]$ |
| SVM | $1.4 \%$ | $[8]$ |
| Tangent distance | $1.1 \%$ | $[45]$ |
| LeNet4 | $1.1 \%$ | $[28]$ |
| Boosted LeNet | $0.7 \%$ | $[28]$ |
| Translation invariant SVM | $0.56 \%$ | $[11]$ |

Note: the SVM used a polynomial kernel of degree 9, corresponding to a feature space of dimension $\approx 3.2 \cdot 10^{20}$.
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## Regularization Interpretation of Kernel Machines

The norm in $\mathcal{H}$ can be interpreted as a regularization term (Girosi 1998, Smola et al., 1998, Evgeniou et al., 2000): if $P$ is a regularization operator (mapping into a dot product space $\mathcal{D}$ ) such that $k$ is Green's function of $P^{*} P$, then

$$
\|\mathrm{w}\|=\|P f\|,
$$

where

$$
\mathbf{w}=\sum_{i=1}^{m} \alpha_{i} \Phi\left(x_{i}\right)
$$

and

$$
f(x)=\sum_{i} \alpha_{i} k\left(x_{i}, x\right)
$$

Example: for the Gaussian kernel, $P$ is a linear combination of differential operators.

$$
\begin{aligned}
\|\mathbf{w}\|^{2} & =\sum_{i, j} \alpha_{i} \alpha_{j} k\left(x_{i}, x_{j}\right) \\
& =\sum_{i, j} \alpha_{i} \alpha_{j}\left\langle k\left(x_{i}, .\right), \delta_{x_{j}}(.)\right\rangle \\
& =\sum_{i, j} \alpha_{i} \alpha_{j}\left\langle k\left(x_{i}, .\right),\left(P^{*} P k\right)\left(x_{j}, .\right)\right\rangle \\
& =\sum_{i, j} \alpha_{i} \alpha_{j}\left\langle(P k)\left(x_{i}, .\right),(P k)\left(x_{j}, .\right)\right\rangle_{\mathcal{D}} \\
& =\left\langle\left(P \sum_{i} \alpha_{i} k\right)\left(x_{i}, .\right),\left(P \sum_{j} \alpha_{j} k\right)\left(x_{j}, .\right)\right\rangle_{\mathcal{D}} \\
& =\|P f\|^{2}
\end{aligned}
$$

using $f(x)=\sum_{i} \alpha_{i} k\left(x_{i}, x\right)$.

