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1. Introduction  



Traditional machine learning 

logistic regression 

neural networks 

K-means clustering 

Gaussian mixture 

factor analysis 

principal components 

Boltzmann machines 

support vector machines 

ICA 

HMM 

Kalman filter 

deep networks 

decision trees 

RVM 

Radial basis functions 

linear regression 

Gaussian process 

Markov random field 

kernel PCA 

random forest 
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(w1, w2, é wN) 



Fast depth image features 

Depth comparisons: 

ïf(xi ; )ͅ = d(xi) ɬ d(xÐɀ) 

ï where xiɀɯ= xi + /ͅd(xi) 
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2. Model-based 
Machine Learning  



Model-based machine learning 

Traditional: 

άƘƻǿ Řƻ L ƳŀǇ Ƴȅ ǇǊƻōƭŜƳ ƛƴǘƻ ǎǘŀƴŘŀǊŘ ǘƻƻƭǎέΚ 

 

Model-based:  

άǿƘŀǘ ƛǎ ǘƘŜ ƳƻŘŜƭ ǘƘŀǘ ǊŜǇǊŜǎŜƴǘǎ Ƴȅ ǇǊƻōƭŜƳέΚ  
 

Goal: 

A single development framework which supports 

the creation of a wide range of bespoke models 



Potential benefits of MBML 

Models optimised for each new application 

Transparent functionality 

ïModels expressed as compact code 

ïCommunity of model builders 

Segregate model from training/inference code 

Newcomers learn one modelling environment 

5ƻŜǎ ǘƘŜ άǊƛƎƘǘ ǘƘƛƴƎέ ŀǳǘƻƳŀǘƛŎŀƭƭȅ 



Intelligent software 

Goal: software that can adapt, learn, and reason 

Player skill 

Game result 

Movie preferences 

Ratings  

Words 

Ink 

Can be described by a model 



Intelligent software 

Goal: software that can adapt, learn, and reason 

Player skill 

Game result 

Movie preferences 

Ratings  

Words 

Ink 

Reasoning backwards 



3. Uncertainty  



Handling uncertainty 

²Ŝ ŀǊŜ ǳƴŎŜǊǘŀƛƴ ŀōƻǳǘ ŀ ǇƭŀȅŜǊΩǎ ǎƪƛƭƭ 

Each result provides relevant information 

But we are never completely certain 

How can we compute with uncertainty in a 
principled way? 

 



Uncertainty everywhere 

Which movie should the user watch next? 

Which word did the user write? 

What did the user say? 

Which web page is the user trying to find? 

Which link will user click on? 

What kind of product does the user wish to buy? 

Which gesture is the user making? 

aŀƴȅ ƻǘƘŜǊǎ Χ  



Probability 

Limit of infinite number of trials 

Quantification of uncertainty 
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